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What Contents Are Included in This Tutorial?

* Poetry Generation
* Story Generation

* Multi-Modal Generation
Visual Storytelling

Visual Poetry Generation

e QOther Genres
Couplet

Lyrics

[JCAI 2019 Tutorial: Creative and Artistic Text Generation



Target Audience

Ph.D. students or researchers who are working on artistic text

generation.

Anyone who wants to learn how neural approaches (i.e., deep
learning techniques) can be applied to artistic text generation.

Anyone who wants to build an artistic text generation system (e.g.,
story, poetry, couplet) with state-of-the-art neural technigues.
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* Introduction
* Background Knowledge

* Existing Methods
Poetry Generation
Story Generation
Multi-Modal Generation
Other Genres

e Recent Trends and Conclusion
* Q&A
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* |ntroduction

* Background Knowledge
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Task Description of Poetry Generation

| Input | e

——————————

To hear the sound of communist aggression!
[ never thought about an exit poll,

At a new Republican convention,

On the other side of gun control.

[ Output | e

----------

* Input: a piece of text

* Qutput: a poem that
meets given constraints

-

Red berries born in the warm southland.
# % X JL¥K? (PPZZP)
How many branches flush in the spring?
BB % X# (*PPZLZ)
Take home an armful, for my sake,
) A B, (*ZZPP)

---------------------------------------------

As a symbol of our love.

=~
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Example System: Jiuge

Classical Stylistic Acrostic Collective

o) @ © €

|__Five Char _|

[ Input ]

T RATHRF
M —H H
HA A
RE ¥ B AR

[ Output ]

https://jiuge.thunlp.cn/jueju en.html
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Task Description of Story Generation

. . _ . , Examples

Detinition 1: [Martin et al. AAA 18] Input: Fans came together to celebrate the opening of

Automated story generation is the problem of a new studio for an artist.

Output: The artist provided champagne in flutes for
everyone. Friends toasted and cheered the artist as she
actions, or words that can be told as a story. opened her new studio.
Input: Last week I attended a wedding for the first
time.
Output: There were a lot of families there. They were
all taking pictures together. Everyone was very happy.
The bride and groom got to ride in a limo that they
rented.

automatically selecting a sequence of events,

* Definition 2: [Xu et al. EMNLP" 18]

Input: A short description of a scene or an

event.

Output: A relevant narrative story following the  Table 1: An illustration of narrative story generation.

input.

[JCAI 2019 Tutorial: Creative and Artistic Text Generation



Demo Story Generation System

e )
i i
l e toston |
1 1
i it was a hot summer day . i went to school the other day. i went to school the other day. i
[ O U t p ut ] i the kids were bored . it was my first day of school. it was my first day of high school. i
i they decided to go to the park . i asked my mom if she could go with me. i asked my mom to take me. i
I they played in the water . she said yes. she said no. i
i they had a great time . she said yes. i

Disclaimer: All the entries made in this website will be logged for academic research.

http://cwc-story.isi.edu/
Goldfarb-Tarrant et al., NAACL-HLT ' 2019
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Image-Inspired Poetry Generation

AN

[Input]

o i o e
i

4

A FF— 8 KPR A BE PRI T4, )

,
] 1

i [ sing a fishing song on a boat in the lake overflowing its bank, Breeze blows beautiful flowers in the courtyard, i

: . —.#léﬂ’aﬁ’j&o . ﬁl\'i’l\”‘ﬁc"f ;s*io :

! rowing oars with the sun setting in the west. Spring comes into my window, with leaves covering the branches.

Output | Rl mikd A BEZ 1A A 4, |
i [ often miss the moon reflected in the West Lake, Glad to see green grass and trees in front of my door, I

! R ok it K K o WEFH LS, :

' and the east breeze blowing across the WuLing River. However spring will not last very long. /

Linli Xu et al. AAAI' 18
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Visual Storytelling

[Input]

[Output]

o

4

o - —

(b) Two kids sitting on a porch with their backpacks on.
(c) Two young kids with backpacks sitting on the porch.
(d) Two young children that are very close to one another.
(e) A boy and a girl smiling at the camera together.

Story #1: The brother and sister were ready for the first
day of school. They were excited to go to their first day
and meet new friends. They told their mom how happy
they were. They said they were going to make a lot of new
friends . Then they got up and got ready to get in the car .

Story #2: The brother did not want to talk to his sister.
The siblings made up. They started to talk and smile.
Their parents showed up. They were happy to see them.

Album

2) Swinging and playing and playing with friends.
3) Making up dances and helping clean up after the picnic.
4) We headed for the city fireworks.

5) What a great ending to a great day!

Image
Captioning

I) The picture is of a little boy sitting in a swing.

2) A young blonde girl soaking wet holding onto a ladder.

3) Two young girls wearing pink and posing the same for the picture.
4) The fireworks are shot off in the distance.

5) A large firework exploding in the sky on a dark night.
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Others

EEIN
LK HFNT, (*P*ZPPZ)
[ CO U p | et ] peaceful lucky  one term  includes hundred happiness Flowers bloom al\l;flh vzf::fn t:z :;o?on rises and sets.
As for stonies burnied 1n the past, who will really attend?
NEIERCORM,  (*P*ZZPP)
safe sound two characters worth thousand treasures Wind blew over my attic last night,

EANEREE AP . (***P*ZZPP)
How 1s my home country now, in the same moonlight?
And humble and their fit flees are wits size e EWIRtEE, (*P*ZPPZ)

but that one made and made thy step me lies I bet the jade banisters and steps
are as exquisite as they were,

HEAEM. (*ZPP2Z)

Cool light the golden dark in any way

. I guess it 1s only the people who changed for sure.
[ Verse ] the birds a shade a laughter turn away HEAE L LE (*P*ZZPP)
. ) . . My sorrow,
Then adding wastes retreating white as thine 18 BT K] %—m . (***P*ZZPP)

She watched what eyes are breathing awe what shine Flows like the river. It never ends.

But sometimes shines so covered how the beak

Alone in pleasant skies no more to seek [ |a m b | CS ]
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Others

: 77 e . e
But she fell in love with him =3 ! o e e e e e o e o o e e e
Girl when they feel the same _ _ ] l o _
. . . . pes -so -a li - ber -tis -ta em dé me - nor re -par -te a pes -so -a e o0 jus -ta
The princess was in love with the priest
’ ] : | | | | | | | | : ﬂ | ! : :
Can’t let go and it never goes out e e e e e e e
. . D] I — 1
She also abominated what he did dor ins -tru - men -tos de ten -ta pa -ra o re - frio é pre -ci -so dan -cas pi - po -cas
. Be the things they sazd. , . e . . = |
The princess was shocked by the priest’s actions —p P [ep o s o s s p o b ow b IPF w1
. 1 3 ¥V T T ! — ]
And though her heart cant take i all happens per -den -do se as es -fe -ras da trans -mis - sdo o que foi pa -pa de xa - réns
pessoa libertista em dé menor libertarian person in C minor
B a | | a d S reparte a pessoa e o justador redistributes the person and the fighter
instrumentos de tenta para o refrao instrument of probe to the chorus
é preciso dangas pipocas it takes dances popcorn
perdendo-se as esferas da transmissdo

if lost the transmission domains

o que foi papa de xaréns what was xarém food

[ Song Lyrics ]
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* Background Knowledge
* Existing Methods
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Seguence to Sequence Model

 Common Used Sequence Generation Method T T T T T
— 1 1 1 1 1 |

e Stable and Easy for Training ! ! I A IV I I 1

* Flexibility [ Encoder-Decoder ]

[ Attention ]

Sutskever, llya et al. NIPS, 2014
Bahdanau, Dzmitry et al., ICLR, 2015
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Convolutional Sequence to Sequence

<p> They agree </s> <p>

Embeddings L H H F——

—®

* FaSt Training Convolutions
* Strong Language Model for Capturing Long-Range Dependencies ?,ttd ?
* Bounded CNN Context Window Attention ﬂ

®

Dot products

Y v A\ Y

%%III
H_H _H _H

L_h

<p> <p> <s> Sie stimmen zu Sie stimmen zu  </s>

Gehring, Jonas, et al., ICML, 2017
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Transformer

Fast Training

* Strong Language Model for
Capturing Long-Range
Dependencies

* Correlations Learning

* The SOTA Language Model

Scaled Dot-Product Attention Multi-Head Attention
t
1 Linear
MatMul {
'y Concat
SoftMax p 44
* £
Mask (opt.) &deiﬁng;?m h
t N — I
Scale ~ 1~ p -
Linear Linear Linear
MatMul
Q K V
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Variational Autoencoder

* Generative Model

* Wording Diversity

* Intra-Sentence Consistency

* Address Sparsity

[

&

]_x_\

R4
like cats L

........... y

LA VAN

Prior

-—]
. eta] .

Network

—_—

» KL(qllp)

o)
.| Recognition 2 |
"I Network
. ) ©
uu

[ > >o—
1 A
u, U2 Uk-1
0 1 0
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| like cats </s>

PPl P
<S> | like cats
A A A A
y _____ [ | [ A —

-->like Xbow

Softmax

4cats

Zhao, Tiancheng et al., ACL, 2017




Generative Adversarial Nets

* One-to-Many Generation ..

G Next MC D

E 00009 E i action search
True data: @000 ! |
. ‘ ' ! Reward
* Enhancing Generator . 00000 | State
Real World . 00009 | 1. E —L Reward
: — D
* Su ISI Si | E"."E : Reward
pervision signa G Generate: o000 : i
E - E i Reward
. 00000 | |
Trrmrmmmmeees ’ ! Policy Gradient

Yu, Lantao, et al., AAAI, 2017
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Reinforcement Learning

* Directly Model Discrete Sequence

* Address Loss-Evaluation Mismatch
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* Existing Methods
Poetry Generation
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Recurrent Neural Model

Keyword expansion
[ Phrases ]

* Task

Chinese Quatrain

* Generation Process

Keywords

Keywords expansion ':."“'°de ShiXueHanYing Candidate lines

Incremental generation First line = {spring) AR D&
generation P2 E(lute) 1 ERHER
grj:::gtlil:n Lined Line 3 Line 2 Line 1

Xingxing Zhang et al. EMNLP" 14
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Recurrent Neural Model

« Convolutional Sentence Model (CSM)
v = CSM(S)) [ CSM ] [ Encoder ]—[ Decoder ]
% RGM
c43 1-of-N encoding of’
* Recurrent Context Model (RCM) wi=0,....1...0) |

P(wj+l|wl:j,slzi)

u{ = RCM(v1:4, J)

(e ®© ®© o o) Fi
Recurrent Generation Model (RGM) Cz,z/\/\/\/\/\ g“

L] (@ ®© © © o o)
P(wjsi|wi:j, S1:i) = RGM(wp: 1, 0;7) |
l’ "' \:
E--" 1 (k #J)

Cl,2
Xingxing Zhang et al. EMNLP" 14

(06 ®© © © o o o)
= A K A O# W )

Far off I watch the waterfall plunge to the
long river.

Training

.

Cross Entropy Errors
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Planning-Based Recurrent Neural Model

Fig1 |

The gentle breeze blows across the willow in the must.

}.;

s

A Poem Planning Outline
" AR (spring)
(’Ig‘n”'.’ *’E‘g T;ch S e R M7, (peach blossom)
e Extraction #t7% (peach blossom) Expansion % (swallow)
ossoms are open.) )
i (willow)
Poem Generation p \
AR HRE)I, AR
The bright sun 1s shining over the river i spnng, spning
+ BB L M
Peach blossoms are open all over the mountain. peach blossom
AR, #®
A swallow twitters as 1f to look for the past dream, swallow
R @ o8 . Fip
willow

D EEEE R E
7N\ 7N N 7N N N N
( —— S s—{ — —{ )
N/ ANy Ny .,/ A N/ Ny

i B [

A Ay an & A s de—ag=ag

| :_\.Q — = =1 =
] 8 2 22 1

AR
FHEIE]

Ll
LTSN ET e

D 1 Y I o Y e
H EHF M D

* Keyword Extraction: TextRank Algorithm

* Keyword Expansion: RNNLM-Based Method; Knowledge-Based Method

* Poetry generation: Bidirectional RNN (GRU) Encoder; Attention; RNN (GRU) Decoder
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lterative Polishing

* Intention Representation Training: Word Embeddings
[ ——
CNN ;‘zf'?“"J""
L+ 4 i A
RNN LT
e i
.3 L 20 20 S R
23 # 4 & )
* Sequential Generation $ R M= .
Hierarchical RNN Encoding i One or More
"""" Polishing
Character by Character i lterations
> o- @
000 O - 0@ )
4 ¢ ¢
(O OO) (Q)-(OO)
* |terative Po||5h|ng Input: writing intents (k terms) »

Output: poems
Re-Generation

Rui Yan et al. [JCAI' 16.
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Interactive Poetry Generation

Logging System Web Interface Backend
e Step 1l
Search related rhyme words Topic Word .["""d 'O?;ﬁg rhymi [ Step 1 ]
° Step 2 Style configuration DDD - l -~ r St 2 N\
Create a finite-state acceptor (FSA) «— Ratng o oo A \ Generate FSA ]\ P J
- Step 3 Leam new r 1 ( ’
P configuration —> RNN decoder Step 3
RNN guided by FSA v Generated \ J N g
New default style <
configuration DDI]

Marjan Ghazvininejad et al.,, ACL" 17
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GAN for Poetry Generation

* GAN

Min-Max Garme [ Train Discriminator ] [ Train Generator ]

G Next MC D

\ : action search
* Generator True data; ©-©-©-©-0 !

Reinforcement learning . ?nd . 00000 !
eal Wo | 00000 | T,
MC search ; LU
| 0-0-0-0-0 |
Generate . @-@0-00-0 |
————>0-0000 |
 Discriminator , 00000

Reward

State
—L Reward

Reward

T Reward
|

...............

Policy Gradient

Algorithm | Human score | p-value | BLEU-2 | p-value

MLE 0.4165 0.6670 _6
SeqGAN 05356 | V0934 | 97389 | <10
Real data 0.6011 0.746

Lantao Yu et al, AAAI' 17
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Static Memory Model

* Encoder
Bidirectional RNN f E le——o
g i ’ wa ghgee sum \\l
 Decoder [ Decoder ] L[ —>| S W AU
One-Layer RNN S S —— i m,(g) g% |
an ! Rl
I @ ; :
* Memory Contents - : 1 & |
s e e~ 2\ | 3 |
Poem Cases | | | |, N\ o
i hy [&— «— h, €«— h, i : I] [I 23 i
i H H m(x) 51
« Memory Index [ Encoder ] i A A A Ao ¢
i Xy X3 Xy X 1 \ J
Hidden States ] ittt ’
(. C _________ C _________ ‘ _____ O ____ / [ Static Memory ]

* Memory Combing

K
Ut = Z cos(s¢, m4(s))m;(g)
=1

Jiyuan Zhang et al., ACL" 17
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Working Memory Model

* Line-by-Line Generation

ok
!

------------------------------------

Topic words 1

fwy 0000 [

* Bidirectional Encoder and GRU Decoder [ Encoder ]

o —————————

—/
—/
—
—/
L~
|
-—
[ ——

]
1
I
1
1
1
1
1
1
1
1
1
@™
™
1

1

1

1

1
O |e—
[®)
o
o
| xd
1

1

1

1

1

1

1

1

1

1

1

1

1
\

4

* Memory

P R e 5 V%) N .

Topic Memory [ i v :

- Memor ] | |]W [I I I I |

H IStory Memory y i 'l"qpic Mlemory History Mzemory Local Mem:;'y i

Local Memory P e G Unldate!
Memory Reading . .Ja:.i_— "a _____________________ A

] L \

Memory Writin ! == !

y d i Update j| /Welghted S Li

[ Decoder ] : dvmge ‘@D" i

i 0 Decodeli'

i / yt ] i

Xiaoyuan Yi et al., JCAlI' 18
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Conditional Variational Autoencoder

RRE e ———— . .
- .iaﬁ%_ﬁ Writing Intent Keyword Current Line Previous Lines
Input Query The winter snowflakes i 5 (bircl) - e——
are flyin - 5 (bir g' fib
— [ Bi ds are/‘sin e Sleeping not k.nowing it's
P ~ /0 / “
- &N " Keywords
Sinter : Prior ‘# EN ’ L @
- Network (winter) N\
— p— .
rior EL3 ) l - Hybrid Decoders
Network [ (snowlflakes), Prior Recognition
Network Network

Prior

/ Ee
Network [ -
etwor il

el 7 U JR—
Sad couples are saying ‘——‘0—@2? = REfr
farewells in the courtyard Network '—ﬂ

\_(courtyard) '

<sos> | 4| 4t || w5 <PAD> |

fib ‘5&‘ I uﬁ?‘ ‘L%‘<PAD> <EOS>

[ Generation Pipeline ] [ CVAE Model ]

Xiaopeng Yang et al,. IJCAI' 18
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CVAE-GAN Model

.- "l" -—_ -."

P Y- Y- Yo (=== u
Shared_| :___‘,3!.':__:---.___:--- L__:'-"@'ﬁ'\_%_’;am_":
Encoder I v 1
Previous Line L, ; A ! KL(q,lIPs) !
i1 !
—~OUTPUT (][I ; wo
1
Title 7 ¢ | ME = |
R i
1

e
: CVAE-D i
| N o2
{  e®l Discriminator (@ 1
INPUT i
; ' T i L
Title 2 T " | 2
i : i
1
| ' |
b L CVAE > L [ L,
; i

[ Overall Framework

Decoder

( Current Line Z; CVAE
{53 (5 E ]
. X ,_t\

s -e-
b Gy ey

Reconstructed Line Lg

|’ - - E] - 2 |
s |‘—>|51|‘—>|53|.—>| ]-—»[s,,. ]~—>|Sm+1|

-

Y

[

§

2

ﬁrfﬂ &b D

)
1
1
v v »
To the Discriminator

L=

[ CVAE Generator ]
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Stepl

StepZ

From the decoder of CVAE
~ Dimension

Transformation |57 _ |2 |53 |- | |~ |Sm
|F§\~\ Lig' :

1 N \\ r r ’
AN Lsz | [ss Lo L f L ] Lsw ]
' A !
1
: :
M? '
| |
'
i :
' '
: ] |
' \ v ) !

Max pooling

L= g
-- Tl ™

[ Discriminator ]

EMNLP" 18

Juntao Li et al.,




Mutual Reinforcement Learning

* Modeling Poetry Generation as RL /] Fluency

@ Coherence
@ Meaningfulness
/| Overall Quality

Problem
Teacher
* Fine-Grained Reward Designing
Fluency Rewarder (LM)
Coherence Rewarder (Ml)
Meaningfulness Rewarder (TF-IDF)
Overall Quality Rewarder (Classifier)

Learn From

-~

= ' Learn From @

. _ te:‘af‘ | &7
* Mutual Reinforcement Learning —_ _—
Learner 1 Learner 2

Two Generators
Instance-Based Method

Distribution Level Mutual learning
Xiaoyuan Yi et al.,, EMNLP" 18
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Stylistic Poetry Generation

Input
Input sentence
Style id

Encoder-Decoder

Mutual Information
Dependency of variables

Mutual Information Maximization

Estimated Posterior
Style Distribution

Cheng Yang et al.,, EMNLP" 18
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Pretraining-Based Model

* Pre-trained Model i B @ % . £0S
GPT | L1
Transformer
BEE
. Genres S LLES 11 1 1
BRMER. Token: s R A M % .
Quatrain L BHA, + o+ + + o+ &
lambics fEkBHZ. Position: o | |2 | 2 37 38 39
Couplet N N (oot 2
N oo 2
° Flne_Tunlng Model ﬂiﬁﬁ](ﬁi)ﬂﬁﬁ(u)ﬁwmﬂ jt’ ﬂ-..ﬂ ’ f&f'zﬂﬁfl?.
Transformer ' J ' T '
form theme poelry body

Auto-regressive Language Model

Yi Liao et al., arXiv:1907.00151
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Rhetorically Controlled Generation

* Modern Poetry Generation

* Manual Control CVAE Model
Process User Input As Rhetorical Label

 Automatic Control CVAE
Predict When Use Rhetoric Label

* Topic Memory
Store Topic Information

* Rhetorically Controlled Decoder
Generate Sentence with Forms of Rhetoric

Zhigiang Liu et al., ACL" 19
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Human-Machine Collaborative Generation

Collaborative Revision Module

T T T T T TS N | |
1 Keywords: plane, blue sky b e ———e—e————s
i Plain Text: There is a plane in the blue sky. E E Automatic Reference Recommendation ' sreesssssssssscsssesee. .~
: : Revision Modes i L 4 M Tj st e
i : H : : . : ! swan goose is flying outs: '
: : () — StaticLocal Dynamic/Global Dynamic | | : o clouds. i
. v ) 5 WAk MR K.
| Theheavymistalmostmakethe |
‘ Main Framework v ' forry mvisible. |
(" Keywords: fly, blue sky, swan goose, vast | | | WorkingMemoryModel | | .ooocoooooeedin . FETESR,
| . ’ | - : ’ . H The vass road bas extended to :
| G C 1 ' Pattern Checking " ; thousands of miles away. |
- — '_—o: |
” ) Ranking | BiE AN,
Unsupervised Style Control ' X . ’.' '\\ It's 50 remote that it sosms like it !
' I TTTTTETT T T T e e e e ee TS e reaches the sky. P /!
; Acrostic Poetry Generation :
l ] | j | J | J
Input Preprocessing Module Generation Model Postprocessing Model Final Poetry

Zhipeng Guo et al.,, ACL" 19
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* Existing Methods

Story Generation
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Coherent Story Generation

_____________________________________________________ of _______group
/ . Attentionbased (g0 ee| (e0oe]’
: On their trip to location , | Story Decoder :
' they arrive in front of a | l
A | h I i
[ mum’;:;:;;‘:,w‘ ¢ ] river . They decide to check . i
out the city . They think its ! !
[ A bunch of people walking on ] Desc2Story too packed with people , so | |
e B they go sight seeing . The L !
A city full of older buildings sits indoor poor tempts them, : e
on a river . but they decide not to
jump in . They come across
some ducks . /
Bidirectional

Desc. Encode

[ Task Description ]

XXX (e o) (e0ee] (e00e|(0cee]
student and two young et SEQ_END

| Model |

Jain, Parag, et al., arXiv:1707.05501, 2017
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Event Representations

* Story to Event Sequences sentence, — | Eventify »event, _ p| Event2event
5-tuple Event Representations
‘ l
* Event to Event Generation Q- e -
Event-Level Seqg2seq : w-gk"an:ng‘yg- : evemnﬂ
N attarbabii b, S
* Event to Story Generation \\ l
Seq2seq :- _____ _:
% «—sentence, 4 - Slot Filler <— Event2sentence

Lara J. Martin et al., AAAI' 18
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Controllable Story Generation

Input

| . | ©
Human inputs Analyzer ¥
. »  Structured |« FTUManN
Controllable factors Stories Inputs
Control Factors P
Generator
_
* Qutput
A story that coherent to human inputs
Y P Sam was a star athletek happy He got the first prize!

He ran track at college.
There was a big race
coming up.

Data labeling Everyone was sure he

Supervised classifier would win.

4
/

Ending Valence Control

/

Conditional LM for generation

Storyline Control
Keywords extractor

Conditional LM for generation
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ending

ending

Ly

Sam got very nervous
and lost the game.

/
/
/

Peng, Nanyun, et al., Workshop, 2018



Hierarchical Story Generation

Prompt: The Mage, the Warrior, and the Priest

Hierarchical Generation Pipeline Story: A light breeze swept the ground, and carried with
Generating Prompts- - -Story it still the distant scents of dust and time-worn stone. The
Warrior led the way, heaving her mass of armour and mus-
cle over the uneven terrain. She soon crested the last of the

* Convolutional Seg2seq For Generating Prompts low embankments, which still bore the unmistakable fin-
: : gerprints of haste and fear. She lifted herself up onto the
Conventional Convolutional SquSeq Model top the rise, and looked out at the scene before her. [...]

* (Gated Multi-Scale Attention
Gated self-attention to attend Information at different position
Multi-scale attention to attend information at different granularity

* Prompts Fusion
Residual Learning Upon pre-trained Convolutional seg2seq model

Fan Angela et al., ACL, 2018
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Skeleton to Story Generation

' Test N |
[ I |
* Skelton-Based Generative Module I skeleton-Based Generative Module |
| |
| h |
lnDUt_tO_Skeleton i Inbut Input-to- Skeleton-to- outout i
Skeleton-to-Sentence i P Sl Sentence utput
: [Component Component |
| ) |
| [
* Skeleton Extraction Module e |
4
.o . Trai ( .
Pretraining on Sentence Compression Dataset ral  |'skeleton-Based Generative Module
Reinforcement Learning Training ’ [ ' [
Input-to- Skeleton-to-
Two Entropy Loss Reward Input Skeleton Sentence Gold
Iterative Optimization Component S
L ;j_J __I_/ )

Reward

e

Skeleton iReward Skeleton

Skeleton Extraction Module

Xu, Jingjing, et al., EMNLP, 2018
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Planning-Based Method

Generated Story

f —(_\ I S )
Title Dynamic | Planning Aﬂ Writing Tina made

Spaghetti Sauce | =P b= = ——— — . — — — — _— — spaghett1 for

her boy friend.
Static Planning Writing || | e
\ e

[ System Overview ]

* Plan and Write

(b) Static schema work-flow.

 Static Planning

[ Planning Method ]

* Dynamic Planning

Yao, Lili, et al., AAAI, 2019
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CVAE and Memory Network

* CVAE .
Wording Novelty Input : ( 3 I Output
S., —{ cvaE —}'—> S,

* Cache : )
[ System Overview
Coherence ( Wo Wi Wies w\
o T, T T MReomiont A e
N g I .i_'Tm’I Network !"’I I Si,o—» — —
=l =l =l = —_— -8 = r r ;
Wi Wi2 Wiz "7 Wiy KL-Divergence
— et
— — B ] 101 e

Si-1 - - | Network rs Y

) ) ) 1

| Model ]
Li, Juntao, et al., AAAI, 2019
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Plan Write and Revise

¢ System Combination

 Cross-Model Mode

* |ntra-Model Mode

e Story Writer
Title-to-Story
Plan-and-Write
Plan-and-Revise

Web Interface

Topic

V

Storyline

> Storyline
Configuration / Planner
—

Story
Writer

Stories -

System 1:
Title-to-Story

System 2:
[Plan-y:nd-Write]

‘ System 3: ‘ﬂ
Plan-ya’nd-Revise

Goldfarb-Tarrant, Seraphina et al.,, NAACL-HLT, 2019
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BERT Augmented Story Ending Prediction

* Unsupervised Pre-Training ( Supervised Target Task: Story Ending Prediction ]
7 A AN
. L Supervised Task 1: Supervised Task 2: Supervised Task N:
* Supervised Pre-Training MNLI MC MNLI SWAG
. - S - Large-scale Unsupervised Pre-training Tasks:
Supervised Fine-Tuning [ Language Modeling and Next Sentence Prediction J

o

[Training Framework]

Li, Zhongyang et al., 1JCAI, 2019
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* Existing Methods

Multi-Modal Generation
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Image Inspired Poetry Generation

* Image-Based Encoder Memory-based Decoder cAnbint Inkilnk:Ambilmpil
CNN AR (waterfall) W

JB % (smoke)  Z (cloud)
L (mountain)

P (tree)

Bidirectional RNN Keyword Extractor

——> Topic Memory Network

* Memory-Based Decoder

B1532... 8 oy

Keyword Extractor /// / l \\\ |
Vector Representations e ol Lol lon A AR AR AR R\ Fe| 1T
’%175%27#53"‘%47'% f%fi"(ﬁﬁ

"""""""""""""""""""""""""""""" £ f { t 1

Image-based Encoder ] [R] &) W7 i x| |

Xu, Linli, et al., AAAI, 2018
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Visual Poetry Generation of Xiaolce

r [
e [ } lﬂ*&ﬂ&é’iﬁ&iﬁ.
&W i) 0ol o (city) The city flows slowly behind hinJ
Brifi (street) 0.26 :
£ #2017 (wraffic light)  0.03 Keyword e .
A (Road) 0.03 Filtering e (busy) My life is busy.
Keyword | 2 . RN RS0 #9307 RAP
Exiraotion A% (tiny car) 0.01 Keyword Automatic . cg.s 2
@ (b 0.50 gy 37 (place) Evaluator That is why we keep silent in a
TH 8 l(l:cy()m) 0.: 6 place no one knows.
5 (brok vidh 0.07 A% (smile) || Reject Accept | “MAiL¥ERHEET
' when when | With lips curl into phony smile.
low score high score
. . v, .
Keyword Generation Poem Generation
Framework ]
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Multi-Modal Poetry Generation

Thought of old friends brings me into melancholy

o@D nnn-nvm
ShiXueHanYing
= ) J ./ SRS

|

T
‘ Theme related phrase f s ry ’Q ’Q p Hlerarchy attcnti
ﬁ v ) &0

] [ ] [ ] Encoder _,_._——_._———”—”;”‘_

Backward LM
First line: Travelling passengers came and went.

el T [l EZE3ES
@O{%@{%@ Ca S En s
CoODOD €3 E3ED

Travelling passengers came and went.

Input picture Forward LM HieAS2S

Liu, Dayiheng, et al., JCNN, 2018
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Multi-Adversarial Training

v Multi-Adversarial Training =2

S W T T T T T |\
l Deep Coupled Visual-Poetic Embedding Model I | Generator as Agent : I Discriminators as Rewards :
I .
| (b) Poetic CNN features | | [l (g) Multi-Modal Discriminator |
| g ] T2 Cule=paired) !
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I e | : [ : Generated @] ! :
| T o | ) Cmai 0] |
| Po @ ° A : ' I witeroups | |
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| Pospase ¥ | |2 § 283 i3 o, ®° : : 2. Cyle=poetic) |
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| (1) butercups and aisies B I - S I | Poctic O 2 :
| (2) oh the pretty flowers | Generated Ql i
(3) coming ere the springtime Mean pooing T | | a ; |
: (4) to tel of sunny hours o I : Disordered °| i |
I B M —>» @ %) Paragraphic@)| |
(3) (]
I : @) |
) ) (c) skip-thought model R d R—_ _
| (a) image and poempairs  trained on UniM-Poem (d) sentence features | (f) RNN generator y evard: R—AC, m T (1 /I)CP |
I o N2 _——d e — e — e — — — —— -
_________________________ d S (1) Policy Gradient —I

Liu, Bel, et al., ACM, MM, 2018
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Inverse Reinforcement Learning

1
1
1
1
1
’
\
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

¢ ' Re S
. : ! 1 \
Environment v > N !
]
g 1 # ' 1 My brother recently graduated college.!
1 : 1 !
A 4
Images | references L ! L :
7 1
o= Em o Em o Em Em o e e e e e e e = = - -~ r 1 : 1
[} A 1 4, ' Itwasaformal cap and gown event. '
1
, < | Sampled o i !
1 | Adversarial ample . =2 L >
- Reward Model |€= L Policy Model T N '
Z [] 1
I | Objective |uicvierrrrsnrnarnasd > ' Story ' 0, My mom and dad attended. .
1 1 v ! 1 !
1 A 1 ! 1 1
'\ Inverse RL . : > L :
S mEmEmmmmmEm === -——— : 'y : : Later, my aunt and grandma showed up.:
: (I : : :
. 1 N N
J > o |
Reward .................................... . . : \ When the event was over he even 1
RL " ' ‘. _got congratulated by the mascot._ )
Encoder Decoder

[ Overall Framework ] [ Policy Model ]

Wang, Xin, et al., ACL, 2018
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Hierarchical Photo-Scene Encoder

Hierarchical Photo-Scene Encoder ™ Decoder Reconstructor

"’
:

A

A
|
|
v
fros e P | * |
= |
7y y “after” |
|
fi ,|, e > @7
A h “a”

Y
fit1 (penc )

+1 > ,
f ' “long’
v ! N

Photo Encoder Scene Encoder

Wang, Bairui, et al., AAAI, 2019
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Hierarchically Structured Reinforcement Learning

Manager (LSTM)

Mean pool v . 51
topic distribution

abkde

Feature vectors
of images

o ol

Worker (SCN)
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* Existing Methods

Other Genres
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Overview

Tasks

Main Techniques

Rap Lyric Generation [Potash Peter et al.,15]

LSTM + Explicit Templates

Rap Lyric Generation [Malmi Eric et al., 16]

Information Retrieval Task

Chinese Song lambics Generation [Wang et al.,16]

Attention-Based SeqgZseq

Chinese Couplet Generation [Yan Rui et al., 16]

Seq2seq + Attention + Polishing

Rhythmic Verse Generation [Hopkins Jack, 17]

Multi-LSTM LM + Finite State Transducers

Theme-Aware Lyrics Generation [Wang Jie, 19]

Multi-Channel Seg2seq + LDA
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Recent Trends

* Learning Method

Reinforcement Learning
Inverse Reinforcement Learning
Mutual Learning

Imitation Learning

* Fine-Grained Controlling
Sentiment
Ending
Forms

* Pre-Training Method
GPT
BERT
XLNet
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Recent Trends

* Better Evaluation Metrics

* Commonsense and Knowledge
* Reasoning

* New Forms of Artistic Text

* Explainability
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Conclusion

* Poetry Generation

* Story Generation

* Multi-Modal Generation
Image-Inspired Poetry Generation

Visual Storytelling

* Other Genres
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* |ntroduction
* Background Knowledge

* Existing Methods
Poetry Generation
Story Generation
Multi-Modal Generation
Other Genres

e Recent Trends and Conclusion
* Q&A
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Thank you!
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